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Basic Terminology  
Random experiment (trial):   
Any action in which all the possible results are known 
in advance, but none of them can be predicted is called 
a random experiment.  
Sample space:   
The set of all possible outcomes of a random 
experiment is called the sample space of that 
experiment and is denoted by S. 
Every element of the sample space is called the sample 
point. The number of sample points in a sample space 
S are denoted by n(S).   
Event:   
An event is a subset of the sample space and is usually 
denoted by capital letters A, B, C, etc.  
Equally likely outcomes: 
The outcomes of a random experiment are called 
equally likely, if all of them have equal preference. In 
the experiment of tossing an unbiased coin, the 
outcomes ‘Head’ and ‘Tail’ are equally likely.  
Complement of an event: 
The set of all outcomes in a 
sample space excluding those 
of an event is called the 

complement of an event. It is 

denoted by A, B, C, etc. 
Using a Venn Diagram we represent the Sample Space 
(S), an Event (A), the Complement of an Event (A) 
etc., as shown above.   
Some commonly used events and their notations 
are given below:  

Event Notation 

Not A A  or A or Ac 
at least one of A, B occurs  A  B 

both A and B occur A  B 

A occurs but not B A  B'  

B occurs but not A  A'  B  

neither A nor B occur A'  B' 

at least one of A, B, C A  B  C 

Exactly one of A and B (A  B )  ( A   B) 
All three of A, B, C A  B  C 

Exactly two of A, B and C 
(A  B  C )   
(A  B   C)  
( A   B  C) 

 
Exhaustive events:  
Two events A and B defined on a sample space S are 
said to be exhaustive if A  B = S.  
Mutually Exclusive events: 
Two events A and B defined on a sample space S are 
called mutually exclusive events if they can not occur 
simultaneously, i.e., A  B = . In such a case A and 
B are disjoint sets.  
Note: 
If two events A and B defined on a sample space S are 
mutually exclusive and exhaustive, then they are called 
complementary events. 
That is, if A  B = S and A  B =  then A and B are 
called complementary events.  
Tossing a coin/coins: 
If one coin is tossed n times or n coins are tossed 
together, then n(S) = 2n.    
Throwing a die/dice: 
If one die is thrown n times or n dice are thrown 
together, then n(S) = 6n     
Playing cards: 
A full pack of playing cards, also called the deck, 
consists of 52 cards.  
It does not contain any joker.  
Amongst these 52 cards, there are 4 different suits, 
each containing 13 cards.   

A 

S 
A

7 Probability Distributions 

 Random variables.  
 Types of random variables  
 Probability distribution of random variable. 
  Discrete random variable    Continuous random variable 
  Probability mass function    Probability density function 
  Expected values and variance   Cumulative distribution function 

SYLLABUS 
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Of these four suits, 2 are red and 2 are black.  
The two red suits are the hearts () and the             
diamonds (). 
The two black suits are the spades () and the              
clubs (). 
In each suit, each of the thirteen cards is assigned a 
definite number, from 1 to 13, called its denomination.    
In each suit, there are 3 picture (face) cards, viz. a 
jack, a queen and a king.   
The card with denomination 1 is called an ace.   
Probability: 
If an event ‘A’ is defined over a sample space ‘S’ then 
the probability of event ‘A’ is given by n(A)P(A)

n(S)
 , 

where n(A) is the number of elements in event A and 
n(S) is the number of elements in sample space S.  
Fundamental rule of probability: 
If one particular task can be done in ‘m’ ways and a 
second particular task can be done in ‘n’ ways, then 
both the task can be done together in ‘m  n’ number 
of ways.  
Note: 
If A be any event defined over a sample space S, then 
i. 0  P(A)  1  
ii. P(S) = 1  
Theorems:  
i. If ‘A’ is an event defined over a sample space 

‘S’ and A is the complement of the event ‘A’ 
then P(A) = 1  P(A). 

ii. If ‘A’ and ‘B’ are any two events defined over a 
sample space ‘S’, then  

 P(A  B) = P(A) + P(B)  P(A  B) 
iii. If events A and B are mutually exclusive, then 

P(A  B) = 0, thus P(A  B) = P(A) + P(B)  
Conditional probability: 

   
 

P A B
P A B

P B


  and    
 

P A B
P B A

P A


   
 
Multiplication theorem: 
If A and B are two events defined on the sample space 
S, then the probability of occurrence of both the events 
is given by P(A  B)  = P(A)P(B/A) = P(B)P(A/B)  
Note: 
If A and B are independent events (the occurrence of 
one event does not depend on the occurrence of other 
event), then  
P(A    B) = P(A)P(B)  
Bayes’ theorem: 
If B1, B2, ...., Bn are n mutually exclusive and 
exhaustive events and if A is an arbitrary event 
consequent to these Bi’s, then for each i,  
i = 1, 2, .…, n 
P(Bi /A) = i i

n

i
i 1

P(B )P(A / B )

P(A B )



 

 
  
Random Variable 
 
Definition: 
A random variable is a function from the sample space 
S to the set of real numbers. 
Random variables are usually denoted by capital letter 
such as X,Y. 
Symbolically, X: S  R 
We will often use the abbreviation ‘r.v.’ in place of 
random variable. 
If the outcome of an experiment is expressed in a 
descriptive mode, we may modify the outcome 
suitably so that, it is expressed in the numerical form. 
For example: 
i. Instead of saying that H or T appears on tossing 

a coin, we would say ‘1’ for head and ‘0’ for 
tail. In such a case, 1 and 0 become random 
variables. 

ii. In case of a die, the event reading on its 
uppermost face, being already a number, is 
automatically a random variable. 

iii. Rainfall in cms, in a city is already a random 
variable, however, heavy rainfall or scanty 
rainfall is not a random variable.  

 
Types of Random Variables 
 
There are two types of random variables. 
i. Discrete random variable 
ii. Continuous random variable 
 
Discrete Random Variable: 
A random variable X is said to be discrete, if it takes 
either finite or countably infinite values. Thus, a 
discrete random variable takes only isolated values.  
For example: 
i. Number of children in a family, will take values 

say 0, 1, 2, 3, ...., etc. 
 Here, the random variable associated with this 

experiment takes values 0, 1, 2, 3 etc. 
ii. Profit made by an investor in a day. 
 Here, the r.v. X associated with the above 

experiment may take positive (profit), negative 
(loss) or fractional values. 

 But the fractional value can be measured at best 
to the nearest paise. 

 If an investor has a profit of ` 140 and 50 paise, 
then X takes the value ` 140.5 but it can never 
take value like ` 140.573 etc. Hence, discrete 
r.v. takes isolated value. 

 In other words, its values jump from one 
possible value to the next but it never takes up 
the intermediate values. 

LET’S STUDY 
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Continuous Random Variable: 
A random variable X is said to be continuous if it can 
take any value in a given interval. Thus, possible 
values of a continuous random variable are 
uncountably infinite.  
For example: 
i. Heights of students in a class. 
 Here, the r.v. X denotes the heights of students, 

which may take any value within the given 
range of heights. 

ii. Failure time of electronic component. 
 The outcomes in this case are given by the time-

to-time failure which may assume any non-
negative real value, say, any value from 0 to . 

Values of continuous r.v. move continuously, from one 
possible value to another, without jump.  
Remarks: 
i. Values of a discrete r.v. are obtained by 

counting whereas those of continuous r.v. are 
obtained by measurement. 

ii. Simple mathematical tools such as summation 
and difference are required to study the basic 
properties of discrete r.v., while continuous r.v. 
requires calculus methods such as integrals and 
derivatives. 

 
Probability Mass Function (p.m.f.) of a Discrete 
Random Variable  
The probability distribution of a discrete random 
variable is a list of probabilities associated with each 
of its possible values. It is also sometimes called the 
probability function or the probability mass function. 
For example: 
Suppose you flip two unbiased coins simultaneously. 
This simple experiment can have four possible 
outcomes: HH, HT, TH and TT.  
 Sample space, S = {HH, HT, TH, TT} 
Now, let the variable X represents the number of heads 
that result from this experiment.  
Since coins are unbiased, each element in S is equally 

likely, i.e., has an equal probability 1
4

. 

The variable X can take on the values 0, 1 or 2.  
This can be shown as follows:  

Outcome Probability of outcome Value of X 

HH 1
4

 2 

HT 1
4

 1 

TH 1
4

 1 

TT 1
4

 0 
 
Note that sum of all probabilities is 1. 

Definition: 
If X is a discrete r.v. defined on a sample space S and 
the range of a random variable X assumes discrete 
values x1, x2, x3, …., xn, then the function pi = P(X = xi) 
is called the probability mass function of X if  
i. pi  0, i = 1, 2, 3, …., n and 

ii. 
n

i
i 1

p 1


  

The p.m.f. assigns a probability [P(X = xi)] for each of 
the possible value xi of the variable.  
P(X = xi) is read as probability that the r.v. X assumes 
the value xi.  
Probability Distribution: 
A probability distribution is a table or an equation that 
links each outcome of a statistical experiment with its 
probability of occurrence. 
Let X be a discrete r.v. defined on a sample space S. 
Suppose {x1, x2, …., xn} is its range set and                     
pi = P(X = xi) is the p.m.f. of X.  
The set of ordered pairs (xi, pi), i = 1, 2, …., n is called 
the probability distribution of X. 
The probability distribution of X can be represented in 
a tabular form as follows:  

X = x x1 x2 ………….. xn Total 
P(X = x) p1 p2 ………….. pn 1  

In order to verify whether the given function is p.m.f. 
or not, we must check the following: 
i. P(X = x)  0  x and  
ii.  P(X ) 1 

x
x  

 The given function is not a p.m.f. if either (i) or 
(ii) or both are not satisfied.   

Cumulative Distribution Function (c.d.f.) of a 
Discrete r.v.: 
All random variables (discrete and continuous) have a 
cumulative distribution function. It is a function giving 
the probability that the random variable X is less than 
or equal to x, for every x. 
For example: 
Two coins are tossed simultaneously and the results 
are noted. 
Let X be a r.v. defined as,  
X = number of heads appearing on the coins.  
Consider the following table that gives probability 
distribution of a r.v. X.  

X = x 0 1 2 

P(X = x) 1
4

 1
2

 1
4

 
 
Suppose, we want to find the probability that value of 
X is at most 1 or X takes values less than or equal to 1. 
This means X takes values 0 or 1. 
Symbolically, P(X  1) = P(X = 0) or P(X = 1) 
   = P(X = 0) + P(X = 1) 

   = 1 1
4 2
 = 3

4
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The probabilities of the type P(X  x) are called 
cumulative probabilities. 
Like a probability distribution, a cumulative 
probability distribution can be represented by the 
following table: 
 

No. of heads: X = x 0 1 2 

Probability: P(X = x) 1
4

 1
2

 1
4

 

Cumulative probability: P(X  x) 
1
4

 3
4

 1 
 
Definition: 
Let X be a discrete r.v. suppose {x1, x2,.…, xn} is the 
range set of X and p1, p2, …., pn are the respective 
probabilities of values of X. The cumulative distribution 
function of X at some fixed values x is denoted by F(x) 
and is defined as F(x) = P[X  x], x  R. 
In particular, F(xi) = P[X  xi] = p1 + p2 + ….+ pi ;        
i = 1, 2, …., n. 
 
Expected Value, Variance and Standard Deviation 
of a Discrete r.v. 
 
For a discrete random variable, let us study its 
expected value, variance and standard deviation. 
 
Expected Value: 
The sum of the product of the values within the range 
of the discrete random variable and their respective  
probabilities of occurrence is called the expected value 
of a discrete random variable. 
 
Definition: 
If X is a discrete random variable assuming values x1, 
x2, …., xn, with respective probabilities of occurrence 
p1, p2, .…, pn such that p1 + p2 + …. + pn = 1, then the 
Mathematical Expectation or Expected value denoted 
by E(X) or  is given by  

E(X) = x1p1 + x2p2 + …. + xn pn = 
n

i i
i 1

p

 x  

 
Variance: 
The variance of a discrete random variable X measures 
the spread or variability of the distribution.  
If X is a discrete random variable assuming values x1, 
x2, …., xn, with respective probabilities of occurrence 
p1, p2, .…, pn, and  = E(X), then the variance of X, 
denoted by Var(X) or 2, is defined as  
2 = Var(X) = E[X  E(X)]2 = E(X2)  [E(X)]2 

where E(X) =
n

i i
i 1

p

 x and E(X2) =

n
2
i i

i 1
p


 x  

 2 = E(X   )2 = 
n

2
i i

i 1
p ( )



 x  

Note: 
i. Var(X)  0, always. 

Standard Deviation: 
The standard deviation denoted by  is the positive 
square root of the variance. 
Thus,  = Var (X)  = 2E(X )  
 
Remarks: 
i. Standard deviation of X has the same unit as 

that of X, whereas in computation of variance 
unit gets squared. 

ii. The variance or the standard deviation is a 
measure of the spread or dispersion of the 
values of a random variable about its expected 
value. 

 
 
 
1. Let X represent the difference between 

number of heads and number of tails 
obtained when a coin is tossed 6 times. What 
are possible values of X?          [2 Marks] 

Solution: 
X represent the difference between number of 
heads and number of tails. 

 Sample space of the experiment is  
S =  {(0 heads, 6 tails), (1 head, 5 tails),  

(2 heads, 4 tails), (3 heads, 3 tails),  
(4 heads, 2 tails), (5 heads, 1 tail),  
(6 heads, 0 tails)} 

The value of X corresponding to these outcomes 
are as follow: 
X(0 heads, 6 tails) = 0 – 6 = – 6 
X(1 heads, 5 tails) = 1 – 5 = – 4 
X(2 heads, 4 tails) = 2 – 4 = – 2 
X(3 heads, 3 tails) = 3 – 3 = 0 
X(4 heads, 2 tails) = 4 – 2 = 2 
X(5 heads, 1 tails) = 5 – 1 = 4 
X(6 heads, 0 tails) = 6 – 0 = 6 

 Possible values of X are {–6, – 4, –2, 0, 2, 4, 6} 
 
 
2.  An urn contains 5 red and 2 black balls. Two 

balls are drawn at random. X denotes 
number of black balls drawn. What are 
possible values of X?             [1 Mark] 

Solution: 
 5 red + 2 black = 7 balls 
 X denote the number of black balls drawn. 
 Sample space of the experiment is  
 S = {RR, BR, RB, BB} 
 The value of X corresponding to these out 

comes are as follow:  
 X (RR) = 0 
 X(BR) = X(RB) = 1 
 X(BB) = 2 
 Possible values of X are {0, 1, 2} 

EXERCISE 7.1 
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3.  State which of the following are not the 
probability mass function of a random 
variable. Give reasons for your answer. 

[1 Mark Each] 
i.  

X  0 1 2 
P(X) 04 04 02 

 
ii.  

X  0 1 2 3 4 
P(X) 01 05 02 –01 02 

 
iii.  

X  0 1 2 
P(X) 01 06 03 

 
iv.  

Z  3 2 1 0 –1 
P(Z) 03 02 04 0 005 

 
v.  

Y  –1 0 1 
P(Y) 06 01 02 

 
vi.  

X  0 –1 –2 
P(X) 03 04 03 

 
Solution: 
i. Here, pi > 0, i = 1, 2, 3 
 Now consider, 

 
3

i
i=1

p = 0.4 + 0.4 + 0.2 = 1 

 Given distribution is p.m.f.   
ii. Here, P(X = 3) = –0.1 < 0 
 Given distribution is not p.m.f.   
iii. Here, pi > 0,  i= 1, 2, 3 
 Now consider, 

 
3

i
i=1

p  = 0.1 + 0.6 + 0.3 = 1 

 Given distribution is p.m.f.   
iv. Here, pi  0,  i = 1 ,2 , …, 5 
 Now consider,  

 
5

i
i=1

p = 0.3 + 0.2 + 0.4 + 0 + 0.05 = 0.95  1 

 Given distribution is not p.m.f.   
v. Here, pi > 0,  i  = 1, 2, 3 
 Now consider, 

 
3

i
i=1

p  = 0.6 + 0.1 + 0.2 = 0.9  1 

 Given distribution is not p.m.f. 

vi. Here, pi > 0,  i = 1, 2, 3 
 Now consider, 

 
3

i
i=1

p  = 0.3 + 0.4 + 0.3 = 1 

 Given distribution is p.m.f.   
4. Find the probability distribution of  
i. number of heads in two tosses of a coin.  

[2 Marks] 
ii. number of tails in the simultaneous tosses of 

three coins.            [2 Marks] 
iii. number of heads in four tosses of a coin. 

[2 Marks] 
Solution: 
i. Let X denote the number of heads. 
 Sample space of the experiment is  
 S = {HH, HT, TH, TT} 

The values of X corresponding to these 
outcomes are as follows. 

 X(HH) = 2 
 X(HT) = X(TH) = 1 
 X(TT) = 0 
 X is a discrete random variable that can take 

values 0, 1, 2. 
 The probability distribution of X is then 
obtained as follows:   

X 0 1 2 

P(X = x) 1
4

 2
4

 1
4

 
  
ii. Let X denote the number of tails. 
 Sample space of the experiment is  

S = {HHH, HHT, HTH, THH, TTT, TTH, THT, 
 HTT} 
The values of X corresponding to these 
outcomes are as follows. 
X(HHH) = 0 
X(HHT) = X(HTH) = X(THH) = 1 
X(TTH) = X(THT) = X(HTT) = 2 

 X(TTT) = 3 
 X is a discrete random variable that can take 

values 0, 1, 2, 3. 
 The probability distribution of X is then 
obtained as follows:  

X 0 1 2 3 

P(X = x) 1
8

 3
8

 3
8

 1
8

 
  
iii. Let X denote the number of heads. 
 Sample space of the experiment is  

S =  {HHHH, HHHT, HHTH, HTHH, THHH, 
HHTT, HTTH, TTHH, THTH, HTHT, 
THHT, HTTT, THTT, TTHT, TTTH, 
TTTT} 
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 c [log 3 – 0] = 1 

 c = 1
log3

b. E(X) =  fx x



  =  

3

1

fx x dx 

= 
3

1

cx
x  dx

= c 
3

1

1 dx =  31
1

log3
x  

= 1
log3

[3 – 1] = 2
log3

c. E(X2) =  2 fx x



 dx  

=  
3

2

1

fx x dx 

= 
3

2

1

cx
x

  dx

= c 
3

1

dx x = 32
1

1
2log3

x  

= 1
2log3

[9 – 1] = 8
2log3

= 4
log3

 Var(X) = E(X2) – [E(X)]2 

= 
2

4 2
log3 log3

 
  
 

= 
   2

4 4
log3 log3



= 
 2

4log3 4
log3

 =  
 2

4 log3 1
log3



I. Choose the correct option from the given
alternatives:                              [2 Marks Each]

1. P.d.f. of a c.r.v. X is f(x) = 6x(1 − x),
for 0 ≤ x ≤ 1 and = 0, otherwise (elsewhere).
If P (X < a) = P (X > a), then a =

(A)  1 (B) 1
2

(C) 1
3

(D) 1
4

2. If the p.d.f of a c.r.v. X is f(x) = 3(1 − 2x2), for
0 < x < 1 and = 0, otherwise (elsewhere), then
the c.d.f of X is F(x) =
(A)  2x − 3x2 (B) 3x − 4x3

(C)  3x − 2x3 (D) 2x3 − 3x

3. If the p.d.f of a c.r.v. X is f(x) =
2

18
x , for −3 < x < 3

and = 0, otherwise then P (| X | < 1) = 

(A) 1
27

(B) 1
28

(C) 1
29

(D) 1
26

4. If a d.r.v. X takes values 0, 1, 2, 3, . . . with
probability P(X = x) = k(x + 1)·5−x, where k is a
constant, then P(X = 0) =

(A) 7
25

(B) 16
25

(C) 18
25

(D) 19
25

5. If p.m.f. of a d.r.v. X is P (X = x) =
5

5

C ,
2

x  for 

x = 0, 1, 2, 3, 4, 5 and = 0, otherwise
If a = P (X ≤ 2) and b = P (X ≥ 3), then
(A) a < b (B) a > b
(C) a = b (D) a + b

6. If p.m.f. of a d.r.v. X is P (X = x) =
n(n 1)

x


, for 

x = 1, 2, 3, . . ., n and = 0, otherwise
then E (X ) =

(A) n 1
1 2
 (B) n 1

3 6


(C) n 1
2 5
 (D) n 1

1 3


[Note: The question has been modified.]  
7. If p.m.f. of a d.r.v. X is P(x) = 3

c
x

, for x = 1, 2, 

3 and = 0, otherwise (elsewhere) then E (X ) = 

(A)  343
297

(B) 294
251

(C) 297
294

(D) 294
297

8. If the d.r.v. X has the following probability
distribution:
X –2 –1 0 1 2 3 
P(X = x) 01 k 02 2k 03 k 

then P (X = −1) = 

(A) 1
10

(B) 2
10

(C) 3
10

(D) 4
10

9. If the  d.r.v. X has the following probability
distribution:
X 1 2 3 4 5 6 7 
P(X = x) k 2k 2k 3k k2 2k2 7k2 + k 

then k = 

(A)  1
7

(B) 1
8

(C) 1
9

(D) 1
10

MISCELLANEOUS EXERCISE – 7
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10. The expected value of X for the following p.m.f. is  
X –2 –1 0 1 2 

P(X) 03 03 01 005 025 
 
 (A)  0·85  (B) – 0·35  
 (C)  0·15  (D)  – 0·15  
Answers: 
 1. (B) 2. (C) 3. (A) 4. (B) 
 5. (C) 6. (B) 7. (B) 8. (A) 
 9. (D) 10. (B)   
Hints: 
1. Given P(X < a) = P(X > a) 

  
a

0

f x dx =  
1

a

f x dx 

 6  
a

2

0

x x dx = 6  
1

2

a

x x dx 

 a a2 3
0 0

1 1
2 3

x x        = 1 12 3
a a

1 1
2 3

x x        

 2 3 2 31 1 1 1a a 1 a 1 a
2 3 2 3

            

 1
2

a2 – 1
3

a3 = 1 1
2 2
 a2 – 1 1

3 3
 a3 

 a2 – 2
3

a3 = 1
6

 

 6a2 – 4a3 = 1 
 Option (B) satisfies the given condition   
3. P(|X| < 1) = P(–1 < X < 1) 

   = 
1 2

1 18
x


 dx = 

1
2

0

2
18

x dx 

…[ f(x) is an even function] 

   = 13
0

1
9 3

x    
= 1

27
 

  
4. p.m.f. of a discrete r.v.X is given as 

 P(X = x) =  k 1
5x

x , for x = 0, 1, 2, 3,… 

  
0

1
k

5x
x

x




 = 1 

 k 
0

1
5x

x

x



  = 1 

 1
k

= 1 + 2 3
2 3 4
5 5 5
  + … 

 1
k

= 1  1 + 2  1
5

+ 3  2
1
5

+ 4  3
1
5

+… 

 Here, sequence 1, 2, 3, 4,… is in A.P. and 

sequence 1, 1
5

, 2
1
5

, 3
1
5

, … is in G.P. 

 Above sequence is in A.G.P where a = 1, r = 1
5

, 

d = 1 

 Here, |r| < 1 

 Sum to the infinity exists which is 
 2

a dr
1 r 1 r


 

 

 1
k

= 
 2

a dr
1 r 1 r


 

 

 1
k

= 2

111 5
1 11 15 5



   
 

= 5 5 25
4 16 16
   

 k = 16
25

 

 P(X = 0) =  
0

k 0 1
5
 = k = 16

25
 

 
 
5. Given that  
 a = P(X  2) and b = P(X  3) 
 a = P(X = 0) + P(X = 1) + P(X = 2) and 
 b = P(X = 3) + P(X = 4) + P(X = 5) 

 a = 
5 5 5

0 1 2
5

C C C
2

  = 5
1 5 10

2
  = 5

16
2

 

 b = 
5 5 5

3 4 5
5

C C C
2

  = 5
10 5 1

2
  = 5

16
2

 

 a = b 
 
 
6. E(X) = 

n

1
.

x
x


 P(X = x) 

  = 
n

1x
x


  

 n n 1
x


 

  = 
 

1
n n 1

n
2

1x
x


   

  = 
 

1
n n 1

   n n +1 2n +1
6

 

  = 2n + 1
6  

  
= n 1

3 6
  

 
 
7. p.m.f. or d.r.v. X is given 
 P(1) + P(2) + P(3) = 1 

 
 3

c
1

+ 3
c
2

+ 3
c
3

 = 1 

 c = 216
251

 

 E(X) = 
n

1x
x


 P(x) = 216

251      3 3 3
1 2 3
1 2 3

 
  

  
 

  = 294
251
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II. Solve the following:
1. Identify the random variable as either

discrete or continuous in each of the
following. Write down the range of it.

[1 Mark Each] 
i. An economist is interested in the number of

unemployed graduates in the town of
population 1 lakh.

Solution: 
Let X = number of unemployed graduates in a
town.
Here, X takes only finite values.

 X is a discrete r.v. 
Range of X = {0, 1, 2, ...., 100000} 

ii. Amount of syrup prescribed by physician.
Solution:

Let X = amount of syrup prescribed by a 
physician. 
Here, X can take any positive or fractional 
value, i.e, X takes uncountably infinite values. 

 X is a continuous r.v.  
iii. The person on the high protein diet is

interested in the gain of weight in a week.
Solution: 

Let X = gain in weight in a week. 
Here, X takes uncountably infinite values. 

 X is a continuous r.v.  
iv. 20 white rats are available for an experiment.

Twelve rats are male. A scientist randomly
selects 5 rats, the number of female rats
selected on a specific day.

Solution: 
There are 12 male rats and 8 female rats, i.e., 
finite number of female rats. 

 X is a discrete r.v. 
Range of X = {0, 1, 2, 3, 4, 5} 

v. A highway safety group is interested in
studying the speed (km/hrs) of a car at a
check point.

Solution: 
Let X = speed of the car in km/hr.
X takes uncountably infinite values.

 X is a continuous r.v.  
2. The probability distribution of discrete r.v. X

is as follows

X = x 1 2 3 4 5 6 
P(X = x) k 2k 3k 4k 5k 6k 

i. Determine the value of k.
ii. Find P(X ≤ 4), P(2 < X < 4), P(X ≥ 3).

[4 Marks] 

Solution: 
i. Since P(X) is the probability distribution of X,

6

1
P(X ) 1



 
x

x

 k + 2k + 3k + 4k + 5k + 6k = 1 
 21k = 1 

 k  = 1
21

ii. a. P(X  4) = P(X = 1) + P(X = 2)
+ P(X = 3)  + P(X = 4)

= k + 2k + 3k + 4k 

= 10k = 10
21

b. P(2 < X < 4) = P(X = 3) = 3k = 3
21

= 1
7

c. P(X  3)  = 1 – P(X < 3)
= 1 – [P(X = 1) + P(X = 2)] 
= 1 – (k + 2k) = 1 – 3k 

= 1 – 3
21

= 1 – 1
7

= 6
7

3. The following probability distribution of r.v.
X

X = x –3 –2 –1 0 1 2 3 
P(X = x) 005 01 015 020 025 015 01 

Find the probability that    [1 Mark Each] 
i. X is positive.
ii. X is non negative.
iii. X is odd.
iv. X is even.
Solution:
i. P(X is positive)

= P(X = 1 or X = 2 or X = 3)
= P(X = 1) + P(X = 2 ) + P(X = 3)
= 0.25 + 0.15 + 0.10 = 0.50

ii. P(X is non-negative)
= P(X = 0 or X = 1 or X = 2 or X = 3)
= P(X = 0) + P(X = 1) + P(X = 2) + P(X = 3)
= 0.20 + 0. 25 + 0.15 + 0.10 = 0.70

iii. P(X is odd)
= P(X = –3 or X = –1 or X = 1 or X = 3)
= P(X = 3) + P(X = 1) + P(X = 1) + P(X = 3)
= 0.05 + 0.15 + 0.25 + 0.10 = 0.55

iv. P(X is even)
= P(X = –2 or X = 0 or X = 2)
= P(X = 2) + P(X = 0) + P(X = 2)
= 0.10 + 0.20 + 0.15 = 0.45
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15. The p.d.f. of r.v. X is given by f(x) = k
x

, for

0 < x < 4 and = 0, otherwise.
Determine k . Determine c.d.f. of X and hence
find P (X ≤ 2) and P (X ≤ 1).          [3 Marks]

Solution: 
Given that f(x) represents p.d.f. of r.v. X.

 
4

0

k
 x

dx = 1

 k
4

0
2 
 x  = 1 

 2k 
4

0
 
 x = 1 

 2k (2  0) = 1 

 k = 1
4

By definition of c.d.f., 
 F(x) = P(X  x)  

=
0

k

x

x
dx

= k
0

2 
 

x
x

= 1
4 0

2 
 

x
x .... 1k

4
   


= 
2
x

P(X  2) = F (2) = 2
2

= 1
2

P(X  1) = F(1) = 1
2

= 1
2

1. For following probability distribution find k.  
X = x 1 2 3 
P(X = x) k 2k 3k 

2. The following is c.d.f. of r.v.X.  
X = x 1 2 3 4 
F(X) 0.1 0.3 0.75 1 

Find P(X = 2) 
3. If r.v. X denote the number of prime numbers

appear on the upper most face of a fair die when
it rolled twice. Find the possible values of X.

4. The following is p.d.f. of continuous r.v. X.

 f(x) = 
3

64
x ,  for 0 < x < 4

  = 0 otherwise 
 Find F(x) at x = –1 
5. If the p.d.f. of a continuous r.v.X is given by
 f(x) = kx,  0 < x < 4 
  = 0 otherwise 

then what is the value of F(4)? 

[2 Marks Each] 
1. A p.m.f. of r.v. X is given below:  

X= x 2 4 6 

P(X = x) 1
8

3
8

1
2

Then E(X) = 
(A) 5.25 (B) 4.25
(C) 4.75 (D) 5.75

2. A r.v. X has the following probability distribution  
X 1 2 1 2 

P(X) 1
3

1
6

1
6

1
3

Then E(X) = 

(A) 3
2

(B) 1
2

(C) 2
3

(D) 1
6

3. Number of stars in the sky is an example of
(A) continuous r.v.
(B) discrete r.v.
(C) both continuous and discrete r.v.
(D) neither continuous nor discrete.

4. The total probability of all the exhaustive events is
(A) 0 (B) 1 (C) 1 (D) 1

5. Atmospheric pressure at a certain place in 2

N
M

 is 

(A) continuous r.v.
(B) discrete r.v.
(C) both continuous and discrete r.v.
(D) neither continuous nor discrete.

6. If P(x) = k
3
x , x = 1, 2, 3 is p.m.f. of X, then k =

(A) 1
3

(B) 1
4

 (C) 1
5

(D) 1
2

7. A die is thrown at random, what is the
expectation of the number on it?
(A)  3.5 (B) 3.6
(C) 4.5 (D) 4.6

8. If a pair of dice is thrown and X denotes the
sum of the numbers on them. Find the
expectation of X.
(A) 5 (B) 0 (C) 1 (D) 7

9. For the given probability distribution, find E(X)  
X 1 2 3

P(X = x) 1
4

1
8

5
8

(A) 11
8

(B) 17
8

(C) 19
8

(D) 21
8

ONE MARK QUESTIONS 

MULTIPLE CHOICE QUESTIONS 
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10. In a game, a person is paid Rs. 5 if he gets all 
heads or all tails when three coins are tossed and 
he will  pay Rs. 3 if either one or two heads 
show. What can he expect on an average per 
game ? 

 (A) gain of ` 2 (B) gain of ` 1 
 (C) loss of ` 1 (D) No loss no gain  
11. A random variable X has the following 

probability distribution values of X,   
X: 0 1 2 3 4 5 6 7 
P(X): 0 k 2k 2k 3k k2 2k2 7k2+k  

 Find value of P(X  6). 

 (A) 13
100

   (B) 17
100

 

 (C) 21
100

   (D) 19
100

 
 
12. The probability distribution of a discrete random 

variable X is given below:  
X 2 3 4 5 

P(X) 5
k

 7
k

 9
k

 11
k

 
  
 Then k =  
 (A) 8 (B) 32 (C) 16 (D) 48  
13. Let X be a random variable. The probability 

distribution of X is given below:  
X 30 10 10 

P(X) 1
5

 3
10

 1
2

 
  
 Then E(X) =  
 (A) 6 (B) 5 (C) 4 (D) 3  
14. Let X be a discrete random variable assuming 

values x1, x2, x3, ...., xn with respective 
probabilities p1, p2, p3, ...., pn. Then variance of 
X is given by 

 (A) E(X2) (B) E(X2) + E(X)  
 (C) E(X2)   E X  (D) E(X2)  [E(X)]2 

 
15. For the following probability distribution   

X 1 2 3 4 

P(X) 1
10

 1
5

 3
10

 2
5

 
  
 E(X2) =  
 (A) 3 (B) 5 (C) 7 (D) 10  
16. For the following probability distribution  

X 4 3 2 1 0 
P(X) 0.1 0.2 0.3 0.2 0.2   

 E(X) =  
 (A) 2 (B) 1.8 (C) 1 (D) 0 

17. Let X denote the number of hours you study 
during a randomly selected school day. The 
probability that X can take value x has the 
following form, where k is some constant. 

 P(X = x) = 
 

0.1, if 0
k if 1 or 2

k 5 , if 3 or 4
0, otherwise.


 
  


x
x, x

x x
 

 The probability that you study for at least two 
hours is  

 (A) 2k   (B) 0.55  
 (C) 0.75   (D) 5k 
 
18. A random variable has the probability distribution 
 

X 1 2 3 4 5 6 7 8 
P(X) 0.15 0.23 0.12 0.1 0.2 0.08 0.07 0.05 

 
 For the events E = {X is a prime number} 
 and F = {X < 4}, the probability P(E  F) is 
 (A) 0.87   (B) 0.77  
 (C) 0.35   (D) 0.5 
 
19. A probability distribution of a discrete random 

variable X is 
  

X 1 0 1 2 

P(X) 1
3

 1
6

 1
6

 1
3

 
 
 Then the value of 6E(X2)  Var (X) is 

 (A) 12
113

 (B) 19
12

 (C) 113
12

 (D) 1
2

 
 
20. The random variable X has a probability 

distribution P(x) of the following form, where k 
is some constant. 

 P(X = x) 

k, if 0
2k, if 1
3k, if 2
0, otherwise

x
x
x


 
 


 

 Then value of k and E(X) are 

 (A) 1 4,
6 3

   (B) 1 14,
6 3

  

 (C) 1 4,
5 3

   (D) 0, 1
6

 
 
21. For the following probability distribution of 

random variable X find (P(X  3), where k is a 
constant 

 
X 1 2 3 4 

P(X) k 2k 3k 4k 
  
 (A) 

10
  (B) 7

10
 (C) 5

10
 (D) 1 

Sample Content



349

Chapter 7: Probability Distributions 


22. If X is a random variable with probability mass
function
P(x) = kx, for x = 1, 2, 3

= 0, otherwise
then k = _______.               [Oct 14]

(A) 1
5

(B) 1
4

(C) 1
6

(D) 2
3

23. A random variable X has the following
probability distribution:

X = x 2 –1 0 1 2 3 
P(x) 0.1 0.1 0.2 0.2 0.3 0.1 

 Then E(x) =   [Mar 15] 
(A) 0.8 (B) 0.9
(C) 0.7 (D) 1.1

24. If the p.d.f. of a continuous random variable X
is given as

 f(x) = 
2

3
x for –1  x  2 = 0  otherwise.

then c.d.f. fo X is        [July 16] 

 (A) 
3 1

9 9


x (B) 
3 1

9 9


x

 (C) 
2 1

4 4


x (D) 3

1 1
9 9


x

25. The expected value of the number of heads
obtained when three fair coins are tossed
simultaneously is _______.                 [Mar 17]
(A) 1 (B) 1.5
(C) 0 (D) 1

26. Let the p.m.f. of a random variable X be

P(x)  = 3
10
 x  for x = –1, 0, 1, 2

= 0  otherwise 
Then E(X) is _______.   [Mar 18] 
(A) 1 (B) 2
(C) 0 (D) –1

27. If f(x) = kx2 (1 – x), for 0 < x < 1
= 0 , otherwise, 

is the probability distribution function of a 
random variable X, then the value of k is 
_______.                                           [July 23] 
(A) 12 (B) 10
(C) –9 (D) –12

Time: 1 Hour TOPIC TEST Total Marks: 20 

SECTION A 

Q.1. Select and write the correct answer. [4] 
i. For a random variable X, if E (X) = 5 and Var (X) = 6, then E (X2) is equal to 

(A) 19 (B) 31
(C) 61 (D) 11

ii. The p.m.f. of a r.v. X is given by

 P(X = x) = 
5

5

C ,
2

x x = 0, 1, 2, …,5 

     = 0, otherwise 
 Then, P(X  2) = 

(A) 3
32

(B) 7
32

(C)  11
32

(D) 16
32

Q.2. Answer the following. [2] 
i. The following is c.d.f. of r.v. X.

X = x 1 2 3 4 
F(X) 0.1 0.3 0.75 1 

Find P(X = 2) 

ii. If the p.d.f. of a continuous r.v.X is given by
 f(x) = kx,  0 < x < 4 
  = 0 otherwise 

then what is the value of F(4)? 
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ANSWERS 

SECTION B  
Attempt any two of the following:       [4]  
Q.3.  State if the following is the probability mass function of a random variable. Give reasons for your 

answer.   
X  0 –1 –2 
P(X) 03 04 03  

Q.4. Find the probability distribution of number of heads in two tosses of a coin.   
Q.5. Verify if the following is p.d.f. of r.v. X: 

 f(x) = sin x, for 0 ≤ x ≤ π
2

  
 

SECTION C 
 
Attempt any two of the following:       [6] 
 
Q.6. Find k if the following function represent p.d.f. of r.v. X. 

 f(x) = kx, for 0 < x < 2 and = 0 otherwise, Also find P 1 3< <
4 2

x 
 
 

. 
 
Q.7.   The p.d.f. of r.v. X is given by f(x) = 1

2a
, for 0 < x < 2a and = 0, otherwise. 

 Show that P aX <
2

 
 
 

 = P 3aX >
2

 
 
 

. 
       
Q.8. The following is the c.d.f. of r.v. X  

X  –3 –2 –1 0 1 2 3 4 
F(X) 01 03 05 065 075 085 09 1 

 
 Find p.m.f. of X.  
 i. P (–1 ≤ X ≤ 2)  
 ii. P (X ≤ 3/ X > 0)  

SECTION D 
 
Attempt any one of the following:       [4] 
 
Q.9. Two cards are drawn simultaneously (or successively without replacement) from a well shuffled 

pack of 52 cards. Find the mean, variance and standard deviation of the number of kings drawn.  
Q.10. Suppose error involved in making a certain measurement is continuous r.v.X with p.d.f. 
 f(x) = k(4 – x2), for –2 ≤ x ≤ 2 and = 0 otherwise. 
 Compute:  i.  P(X > 0)   
   ii. P(–1 < X < 1)  
   iii. P(X < – 0.5 or X > 0·5) 
  
 
 
 
  
1. 1

6
    

2. 0.2   
3. {0, 1, 2}  
4. 0 
5. 1 

 
  

1. (C) 2. (D) 3. (B) 4. (B)  
5. (A) 6. (D) 7. (A)  8. (D) 
9. (C) 10. (C) 11. (D) 12. (B) 
13. (C) 14. (D) 15. (D) 16. (B) 
17. (C) 18. (B) 19. (C) 20. (A) 
21. (B) 22. (C) 23. (A) 24. (A)  
25. (B) 26. (C) 27.  (A) 

ONE MARK QUESTIONS

 MULTIPLE CHOICE QUESTIONS Sample Content
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1. i. (B)  ii. (D)  
2. i. 0.2 ii. 1  
3. Given distribution is p.m.f.  
4.  

X 0 1 2 

P(X = x) 1
4

 2
4

 1
4

 
 
5. Given function is p.d.f.  
6. 1

2
, 35

64
 

 
8. i. 0.55  ii. 5

7
  

 
9. 34

221
, 0.1392, 0.1392  

 
10. i. 1

2
 ii. 11

16
 iii. 0.6328 

 
 
 
1. A player tosses 2 fair coins. He wins ` 5 if  2 

heads appear, ` 2 if 1 head appear and ` 1 if no 
head appears, then variance of his winning 
amount is         [MHT CET 2019] 

 (A) 1.6   (B) 9
4  

 (C) 17
2

   (D) 5
2

 
 
2. The p.d.f. of a continuous random variable X is 

given by  
 f (x)  = 1

2
  if 0 < x < 2 

   = 0 otherwise 

 and if a = P 1X
2

  
 

, b = P 3X
2

  
 

, then 

relation between a and b is       [MH CET 2020] 
 (A) a  b = 0  (B) 2a  b = 0 
 (C) 3a  b = 0  (D) a  2b = 0  
3. A random variable X has the following 

probability distribution.  
X = x 0 1 2 3 4 5 6 7 

P [X = x] 0 k 2k 2k 3k k2 2k2 7k2 + k 
  
 Then F(4) =                            [MHT CET 2021] 

 (A) 3
10

   (B) 1
10  

 (C) 7
10

   (D) 4
5

  

4. Two numbers are selected at random from the 
first six positive integers. If X denotes the larger 
of two numbers, then Var (X) = 

[MHT CET 2022] 

 (A) 14
3

   (B) 14
9  

 (C) 1
3

   (D) 70
3   

5. A random variable X has the following 
probability distribution          [MHT CET 2022] 

 
X 0 1 2 3 4 5 6 
P (X) k 3k 5k 7k 9k 11k 13k 

 
 then P (X ≥ 2) = 

 (A) 1
49

   (B) 45
49  

 (C) 40
49

   (D) 15
49   

6.  A random variable X has the following 
probability distribution 

 
X 0 1 2 3 4 

P(X) K 2K 4K 6K 8K 
 
 The value of P(1 < X < 4 | X  2)  is equal to  

[JEE (Main) 2022] 

 (A)  4
7

  (B) 2
3

 

 (C)  3
7

  (D) 4
5

 
 
7. A random variable X assumes values  

1, 2, 3, …., n with equal probabilities, if  
var(X) = E(X), then n is         [MHT CET 2023] 

 (A) 4   (B) 5  
 (C) 7   (D) 9 
 
8. Three fair coins with faces numbered 1 and 0 

are tossed simultaneously. Then variance (X) of 
the probability distribution of random variable 
X, where X is the sum of numbers on the upper 
most faces, is                        [MHT CET 2023] 

 (A) 0.7   (B) 0.75  
 (C) 0.65   (D) 0.6 
 
9. A random variable X has the probability 

distribution 
 

X = x 1 2 3 4 5 6 7 8 
P(X = x) 0.15 0.23 0.12 0.20 0.08 0.10 0.05 0.07 
 
 For the events E = {X is a prime number} and  

F = {x < 5}, P(E  F) is        [MHT CET 2023] 
 (A) 0.63 (B) 0.75 
 (C) 0.83 (D) 0.90 

TOPIC  TEST 

COMPETITIVE CORNER
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Answers: 
1. (B) 2. (A) 3. (D) 4. (B) 
5. (B) 6. (A) 7. (C) 8. (B) 
9.  (C)   
Hints: 
1. Let X denote winning amount. 
 Possible value of X are 1, 2, 5 

 Let P(head appears) = p = 1
2

 

 q = 1 – p = 1 – 1 1
2 2
  

 P(X = 1) = P(no heads appear) = qq = 1
4

 

 P(X = 2) = P(one head appears) = pq + qp = 2
4

 

 P(X = 5) = P(two heads appear) = pp = 1
4

 

 E(X) = 1  1
4

+ 2  2
4

 + 5  1
4

= 1 4 5
4

  = 5
2

 

 E(X2) = 1  1
4

+ 4  2
4

 + 25  1
4

= 1 8 25
4

  = 17
2

 

 Var(X)  = E(X2) – [E(X)]2 = 9
4

 
 
2. a = P 1X

2
  
 

 , b = P 3X > 
2

 
 
 

  

 a = 

1
2

0

1
2  dx = 1

4
  

 b = 
2

3
2

1
2  dx = 1

4
  

 a = b, i.e., a – b = 0  
3.  

7

0
P 1

x
x



  

 k + 2k + 2k + 3k + k2 + 2k2 + 7k2 + k = 1 
 9k + 10k2 = 1 
 10k2 + 9k – 1 = 0 
 10k2 + 10k – k – 1 = 0 
 10k (k + 1) – 1 (k + 1) = 0 
 (10k – 1) (k + 1)  ⇒ 1k

10
   

 F(4) = k + 2k + 2k + 3k = 8k = 8  1
10

= 4
5

 
 
4.

 
Two numbers are selected from {1, 2, 3, 4, 5, 6}.  

 Let S = sample space 

 n(S)  = 6C2 = 6!
2! 4!

= 15 

 X denotes the larger of the two numbers obtained. 
 Possible values of X are 2, 3, 4, 5, 6. 

 When X = 2, 
 one of the two numbers is 2 and remaining one 

is smaller than 2, i.e., 1. 
 Remaining number can be selected in 1 way 

only 

 P(X = 2) = 1
15

 

 When X = 3, 
 one of the two numbers is 3 and remaining one 

is smaller than 3, i.e., 1 or 2. 
 Remaining number can be selected in 2C1 = 2 

ways. 

 P(X = 3) = 2
15

 

 Similarly, P(X = 4) = 3
15

, P(X = 5) = 4
15

,  

P(X = 6) = 5
15

 

 E(X) =  
5

i i
i = 1

.Px x  

  = 2  1
15

+ 3  2
15

+ 4  3
15

+ 5  4
15

+ 6  5
15  

  
= 14

3
 

 Var(X)  = E(X2) – [E(X)]2 

  = 22 1
15
 
 
 

 + 32 2
15
 
 
 

 + 42 3
15
 
 
 

  

+ 52 4
15
 
 
 

 + 62 5
15
 
 
 

214
3

   
 

 

  = 
270 14

3 3
   
   

  
= 14

9   
5.

 
Since  

6

0
P X




x

x  = 1, 

 k + 3k + 5k + 7k + 9k + 11k + 13k = 1 

  49k = 1  k = 1
49

 

 
P (X ≥ 2)  = P (X = 2) + P (X = 3) + P (X = 4)              

                               + P (X = 5) + P (X = 6)  
         = 5k + 7k + 9k + 11k + 13k 
         = 45k  

   = 45
49   

6.  The given probability distribution is   
X 0 1 2 3 4 

P(X) K 2K 4K 6K 8K 
 
 P(1 < X < 4 | X  2)  

 =  
 

P 1 X 2
P X 2
 


 …    
 

P A B
P A | B

P B
 

 
  
  
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 =  
     

P X 2
P X 0 P X 1 P X 2


    

 

 = 4K
K 2K 4K 

 

 = 4K
7K  

 
= 4

7
 

 
7. X = 1, 2, 3, ….n 

 P(X) = 1
n

  

 E(X) =  
n

i i
i = 1

Px x  

  =  1 2 3 ... n
n

   
 

  =  n n + 1
2n

 

 E(X) = n + 1
2

 

 Var(X) =  
n

2
i i

i = 1
Px x

 
– [E(X)]2 

  = 
22 2 2 21 2 3 ... n n + 1

n 2
       

 
 

  =    2n n + 1 2n + 1 n + 1
6n 2

   
 

 

  =    2n + 1 2n + 1 n + 1
6 2

   
 

 

 Var(X) = E(X)  …[Given] 

    2n + 1 2n + 1 n + 1
6 2

   
 

 = n +1
2

 

 
2 22n n + 2n + 1 n  2n + 1

6 4
  

  
 

 = n + 1
2

 

 
2 24n 6n + 2 3n 6n 3 n + 1

12 2
   

  

 n2 – 1 = 6(n + 1) 
 n2 – 1 = 6n + 6 
 n2 – 6n – 7 = 0 
 n = –1 or n = 7 
 But n  –1 
 n = 7 
 

8. Possible value of X are 0, 1, 2, 3 
 Here, 
 S = {000, 001, 010, 100, 111, 110, 101, 011} 
 n(S) = 8 
   

xi 0 1 2 3 

pi 
1
8

 3
8

 3
8

 1
8

 
 

 E(X) = ∑xipi = 0 + 3
8

 + 6
8

 + 3
8

 = 12
8

 

 E(X2) = 2 2
i ipx = 0 + 3 12 9

8 8 8
   = 24

8
 

 Variance = E(X2) – [E(X)]2 

   = 3 – 
23

2
 
 
 

 

   = 3 – 9
4

 

   = 3
4

 

   = 0.75 
 
9. P(E) = P(X = 2 or X = 3 or X = 5 or X = 7) 
  = P(X = 2) + P(X = 3) + P(X = 5)  
     + P(X = 7) 
  = 0.23 + 0.12 + 0.08 + 0.05 
  = 0.48 
 P(F) = P(X < 5) 
  = P(X = 1) + P(X = 2) + P(X = 3)  

+ P(X = 4) 
  = 0.15 + 0.23 + 0.12 + 0.20 
  = 0.7 
  P E F

 
= P(X is a prime number less than 5) 

   = P(X= 2) + P(X = 3) 
   = 0.23 + 0.12 
   = 0.35 
  P E F

 
= P(E) + P(F) –  P E F

 
   

= 0.48 + 0.7 – 0.35 
   = 0.83 
 
 
 
 
 
 
 
 
 

 
Scan the given Q. R. Code in Quill - The Padhai App to view
the solutions of the Topic Test. 
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